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Disclaimer 'SIG

"he Information in this presentation refers to specifications still in
the development process. This presentation reflects the current
thinking of various PCI-SIG® workgroups, but all material is
subject to change before the specifications are released.
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Alntroduction to PCI-SIG® and PCI Express® Technology

A Evolution of Data Rates in PCI Express Architecture

AKey Metrics and Requirements for PCle 6.0 Specification

APAM4 and Error Assumptions/ Characteristics

AError Correction and Detection: FEC, CRC, and Retry

AFLIT Mode

ALow Power enhancements: LOp

AKey Metrics and Requirements for PCle 6.0 Specification i Evaluation
AConclusions and Call to Action

6/9/2020 Copyright © 2020 PCI-SIG. All Rights Reserved.



PCI ¢
PCI-SIG®: An Open Industry Consortium - sie

Organization that defines the PCI Express® (PCle®) I/O bus e N
specifications and related form factors Board of Directors
202012021

member companies located worldwide
Creating specifications and mechanisms to support

compliance and interoperability AMDH arm

PCI-SIG member companies support the following
usages with PCle technology:

A Cloud DALEMC  EEE

A Edge

A Automotive mte” KEYSIGHT
A Artificial intelligence ( TECHNOLOGIES

A Analytics

é 'Sl'(tecl)erggrgmunlcatlons @2 QUGICONVV\
A Consumer NVIDIA. SVNIOPSYS

A Mobile / /

A Data Center \_ Silicon to Software )
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PCI ¢
PCle® Architecture Layering for Modularity and Rem

Software é PCI compatibility, configuration, driver model
é PCle architecture enhanced configuration model
é Split-transaction, packet-based protocol

@ Credit-based flow control, virtual channels

Data LLink é Logical connection between devices
é Reliable data transport services (CRC, Retry, Ack/Nak)

Transaction

Eeojejigzll Pah § & Physical information exchange
é Interface initialization and maintenance

Electrcal

é Market segment specific form factors

Viechanical é Evolutionary and revolutionary



PCle®: One Base Specification T LT
Multiple Form Factors |
U.2 2.5in “ CEM Add-in-card

BGA M.2 (aka SFF-8639) ]

Add-in-card (AIC) has maximum £EXPRESS
42, 80, and 110mm — system compatibility with existing
Smallest footprint of Majority of SSDs sold servers and most reliable compliance
16x20 mm PCle connector form Ease of deployment, hotplug, Program. Higher power envelope, High B/W with
small and thin factors, use for boot or serviceability and options for height and length PCle 3.0
platforms for max storage density  gingle-Port x4 or Dual-Port x2 ‘ Prevalent in
= hand-held, IoT,
automotive

Source: Intel Corporation

(SFF TA 1006 i SSD)

\ (Up to 36 Modules) (Up to 32 Modules)

(SFF TA 1002) \X\ : _ 0 :
A Multiple form factors from the same silicon to meet the needs of different segments




Evolution of PCI Express® Specifications

“PCle 6.0 @ 64GT/s

. — "“PCle 5.0 @ 32GT/s
PCle 4.0 @ 16GT/s

A PCle® architecture doubles the data rate every _J—
generation with full backward compatibility every
3 years @ PCle 2.0 @ 5.0GT/s

A Ubiquitous 1/0 across the compute continuum: pc.m@mns

PC, Hand-held, Workstation, Server, Cloud

Enterprise, HPC, Embedded, IoT, Automotive, Al Data Rate(Gb/s) | x16 B/IW | Year
SpeC|f|cat|on (Encoding) per dirn**

A One stack / same silicon across all segments 2.5 (8b/10b) 32 Gbls 2003

with different form-factors, widths (x1/ x2/ x4/ x8/ )0 010D o/
x16) and data rates: e.g., a x16 PCle 5.0 ' e ) 64 Gb/s AUy
specification interoperates with a x1 PCle 1.0 3.0 8.0 (128b/130b) 126 Gb/s 2010
specification! 4.0 16.0 (128b/130b) 252 Gh/s 2017
5.0 32.0 (128b/130b) 504 Gb/s 2019
6.0 (WIP) 64.0 (PAM-4, 1024 Gb/s  2021*

FLIT) (~1Thb/s)

* - Projected ** - bandwidth after encoding overhead

PCle technology continues to deliver bandwidth doubling for six generations spanning 2 decades! An impressive run!
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poy
Bandwidth Drivers for PCle® 6.0 Specification 'sia

A Device side: Networking (800G in

S = early 2020s), Accelerators, FPGA/

2l et Automotive il

Ay 0 loud

Artificial Intelligence. [ .ok berformance ) s’/c;@ﬁeammte&ure ASICs, Memory
High Defanee * Reliability Increased performance

High-bandwidth +  Availability (iR iauceaTeo A Alternate Protocols on PCle

Serviceability

Ry technology

A As the per socket compute capability
Enterprise Se/t;vers PC/Mobile/loT Storage grows at an exponential pace, SO
Redundancy/failover » Faster performance » Faster data transfer T
Ubiquity + - Power efficiency « Better user experience does I/O needs i we have already
Power savings »  Lowlatency » Ubiquity added a lot of Lanes per socket
(currently 128 Lanes) => speed has

to go up

(New Usage Models: Cloud, Al/ Analytics, Edge) ABut ¢é we need to n
performance, power metrics as an

ubiquitous I/0O with hundreds of
Lanes in a platform

New usage models are driving bandwidth demand T doubling every three years
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PCI ¢
Key Metrics for PCle 6.0 Specification: Requirements ’sié

Data Rate 64 GT/s, PAM4 (double the bandwidth per pin every generation)

Metrics

Latency <10ns adder for Transmitter + Receiver over 32.0 GT/s (including FEC)

(We can not afford the 100ns FEC latency as networking does with PAM-4)
Bandwidth Inefficiency <2 % adder over PCle 5.0 across all payload sizes

Reliability 0 <FIT << 1 for a x16 (FIT i Failure in Time, number of failures in 10° hours)
Channel Reach Similar to PCle 5.0 specification under similar set up for Retimer(s) (maximum 2)
Power Efficiency Better than PCle 5.0 specification

Low Power Similar entry / exit latency for L1 low-power state
Addition of a new power state (LOp) to support scalable power consumption with
bandwidth usage without interrupting traffic

Plug and Play Fully backwards compatible with PCle 1.x through PCle 5.0

Others HVM-ready, cost-effective, scalable to hundreds of Lanes in a platform

Need to make the right trade-offs to meet each of these metrics!
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PAMA4 Signaling at 64.0 GT/s

Voltage
Level

A PAMA4 signaling: Pulse Amplitude Modulation 4-level 3
A 4 levels (2 bits) encoded in same Unit Interval (Ul)

A 3 eyes 2

A Helps channel loss (same Nyquist as 32.0 GT/s) 1
A Reduced voltage levels (EH) and eye width

Increases susceptibility to errors i 3 eyes in same Ul 0

A Gray Coding to help minimize errors in Ul
A Precoding to minimize errors in a burst

A Voltage levels at Tx and Rx define encoding 00

01
11
10
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Values

+3

+1

Encoding per | Tx Rx Voltage (V)
Ul (2bit) Voltage

V <=Vithl

Vthl <V <=Vth2
Vth2 <V <= Vth3
V > Vth3







